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Generative Artificial Intelligence (GenAI) is rapidly transforming the landscape of higher
education, offering novel opportunities for personalised learning and innovative
assessment methods. This paper explores the dual-edged nature of GenAI’s
integration into educational practices, focusing on both its potential to enhance
student engagement and learning outcomes and the significant challenges it poses to
academic integrity and equity. Through a comprehensive review of current literature, we
examine the implications of GenAI on assessment practices, highlighting the need for
robust ethical frameworks to guide its use. Our analysis is framed within pedagogical
theories, including social constructivism and competency-based learning, highlighting the
importance of balancing human expertise and AI capabilities. We also address broader
ethical concerns associated with GenAI, such as the risks of bias, the digital divide, and the
environmental impact of AI technologies. This paper argues that while GenAI can provide
substantial benefits in terms of automation and efficiency, its integration must be managed
with care to avoid undermining the authenticity of student work and exacerbating existing
inequalities. Finally, we propose a set of recommendations for educational institutions,
including developing GenAI literacy programmes, revising assessment designs to
incorporate critical thinking and creativity, and establishing transparent policies that
ensure fairness and accountability in GenAI use. By fostering a responsible approach
to GenAI, higher education can harness its potential while safeguarding the core values of
academic integrity and inclusive education.
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INTRODUCTION

Generative Artificial Intelligence (GenAI) has rapidly become a transformative factor in higher
education, influencing assessment practices and pedagogical approaches to learning and
teaching, offer unprecedented capabilities for personalised learning journeys and streamline
assessment processes [1, 2]. When considering GenAI as an enabler, it can deliver substantial
efficiency gains and enhanced educational outcomes through personalised learning pathways.
The disruptive nature of GenAI as a technology and its emergence in higher education has raised
a range of concerns around academic integrity, the authenticity of student work, and the
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potential reduction in students’ development of essential
cognitive and creative skills [3, 4]. There is, then, a
requirement for robust frameworks to manage the impact of
GenAI responsibly [5, 6].

Ensuring that GenAI complements, rather than replaces,
human proficiencies and insight is vital [1, 7]. A dual
approach of utilising clear frameworks alongside reviewing
and updating assessment practices can harness GenAI’s
capabilities, whilst preserving the integrity of the educational
experience. This paper summarises current research on GenAI’s
impact on higher education assessment practices, exploring its
opportunities and challenges as a tool for teaching. We provide a
comprehensive overview of the current landscape and offer
guidance for the responsible integration of GenAI in learning
and assessment.

BACKGROUND

The field of Artificial Intelligence (AI) is a broad area of
computer science that is focused on creating systems that
can perform tasks typically requiring human intelligence. AI
has evolved significantly over the past decade, driven by
advancements in machine learning, natural language
processing, and neural network architectures. Machine
learning (ML) is a subset of AI that specifically deals with
algorithms and statistical models that enable computers to
learn from and make predictions or decisions based on data.
ML is used in a range of applications, from finance [8] to
biomedical science [9]. Here, we are considering GenAI, which
is a form of ML trained on large datasets and capable of
“generating” text, images, videos, or other data using
generative models, often in response to prompts that were
not part of its original training data set. Technologies such as
GTP4 exemplify this form of AI and can produce coherent and
contextually relevant text [1, 2]. Similarly, technology such as
DALL-E has provided breakthroughs in creating high-quality
images from textual descriptions, showcasing the versatility
and potential of GenAI [10]. The progression from simple AI
models to sophisticated LLMs has been driven by
improvements in data processing capabilities, algorithmic
efficiency, and the availability of vast training data. These
developments have enabled GenAI systems to start
performing complex tasks that were previously unattainable,
thus opening new avenues for their application in all aspects of
education [7].

ETHICAL AND RESPONSIBLE USE
OF GENAI

GenAI has demonstrated that it can create realistic human-like
text, believable images, videos, and other media. Similarly, many
assessment approaches in HE are based on the ability to create
novel content (the assessment) based on a prompt (the
assessment brief) built on a foundation of prior knowledge
(the training dataset). The rise of AI-generated content clearly

poses challenges to maintaining academic integrity in this
context. Richardson and Clesham [3] highlighted the
difficulties in detecting AI-generated submissions, which can
undermine the authenticity of student work. Such concerns
regarding academic integrity in the context of GenAI are
supported by more recent data highlighting challenges in
distinguishing between student-generated and AI-generated
work [11]. There are also significant concerns that GenAI
detectors disproportionately disadvantage neurodiverse and
non-native English language speakers [12], (See also article by
Newton and Jones in this issue [13]). Therefore, a wide range of
issues need to be acknowledged before considering the effective
use of GenAI in an educational setting.

Uncertainty
When presenting information, humans will often qualify their
response with modifiers, such as “I will need to check that,” “As
far as I understand,” or “To the best of my knowledge.” GenAI
models tend to provide answers without equivocation in a
manner that is confident and believable. However, due to the
stochastic nature in which the outputs are generated, they can be
incorrect or misleading, resulting in the spread of disinformation.
There is also the danger of cognitive offloading, where the
“thinking” is outsourced to the GenAI, which could lead to
poor understanding by the student.

Explainability
GenAI’s key challenge in identifying a “truth” is that it does not
have a clear information source. LLMs like GTP are trained to
construct sentences by making a series of guesses on the
statistically likely “token”, or sequence of characters, that
comes next. There is also an issue with using copyrighted
information and open-access information without attribution.
This lack of transparency around the source of the information
provided would not pass the normal, stringent expectations of
academic rigour.

Bias
When training on a large corpus of text or image data, the LLMs
naturally replicate any representative biases in its source. Given
the data sets are inherently Western-centric and predominantly
white male-focused, the overuse of GenAI can undermine recent
work around inclusive practices and decolonisation of the
curriculum. Addressing biases and ensuring fairness is
paramount, as highlighted by Challen, Denny [14], and
Lee, Resnick [15].

The Inclusive Higher Education framework proposed by
Hubbard and Gawthorpe [16], emphasises the importance of
creating inclusive and equitable educational environments by
addressing systemic biases and promoting diversity; by extension,
these principles can be applied to using GenAI. When
considering the ethical and responsible use of GenAI, it is
important to be aware of potential biases in the training data
that could reflect and perpetuate existing inequalities, such as the
underrepresentation of contributions by scientists from
historically marginalised groups. Ensuring that GenAI
technologies are deployed in a way that aligns with the
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framework’s commitment to equity and inclusion is crucial to
avoid reinforcing these systemic issues.

Environmental Impact
GenAI can have significant environmental costs. The training
process alone, for example, is estimated to have emitted
284 tonnes of CO2 [17]. By 2040, the emissions from the
Information and Communications Technology (ICT) industry
are expected to reach 14% of the global emissions, with the
majority of those emissions coming from the ICT infrastructure,
particularly data centres and communication networks [18].

Data Integrity
Many LLMs do not pass General Data Protection Regulation
(GDPR) guidelines, which set strict regulations regarding the
collection, storage, and processing of personal data. These
guidelines also grant individuals certain rights, such as the
right to access their data, the right to erasure, and the right to
be informed about how their data is being used [19]. In the
context of academia, this would mean that uploading student
assessments to generate feedback or qualitative and quantitative
research data to an LLM for analysis could breach local data
handling guidelines.

Digital Divide
Effective use of GenAI can enhance students’ understanding and
learning. However, many of the more powerful LLMs and GenAI
tools operate a subscription model for access, meaning there is an
inherent monetary cost to use them. Access to the internet is
already unevenly distributed. 2023 Pew Research data show that
83% of White adults have access to broadband internet, while
only 68% of Black adults have similar access [20]. These existing
barriers raise concerns around equity, with those having the
means to access the more advanced tools and models being at
an advantage over those who cannot, potentially widening the
already problematic awarding gaps between white and global
majority students. Hubbard [21] outlines that existing metrics
can be reductive and fail to capture the full complexity of equity,
particularly in educational outcomes; GenAI can potentially
exacerbate this divide further.

Given these implications, the ethical use of GenAI in
education requires frameworks that address fairness,
transparency, and accountability. Such models advocate for the
development and implementation of GenAI systems that are
unbiased and ethically robust, ensuring that their integration
into educational practices does not compromise equity or
integrity or reinforce existing and embedded inequities [3]. An
initiative driving this transparency of use is the AI Ethics
Guidelines proposed by the Institute of Electrical and
Electronics Engineers (IEEE), which advocate for developing
transparent and accountable AI systems for the populations
they serve [22].

GenAI in education raises several ethical concerns; systems
must be designed and implemented to avoid perpetuating existing
biases, such as those outlined above, and promote equitable
educational opportunities. Additionally, AI-generated content
can lead to false accusations of academic dishonesty.

Mitigating these risks involves developing clear guidelines for
GenAI use in assessments [23] (see Institutional Strategies and
Governance below). Adhering to these pedagogical and ethical
considerations allows educational institutions to maximise the
benefits of GenAI while safeguarding the integrity and fairness of
their educational practices.

THEORETICAL FRAMEWORKS
AND MODELS

Understanding the impact of GenAI on education requires a
multi-faceted theoretical approach [24]. GenAI tools can
significantly improve educational outcomes by providing
personalised feedback, facilitating language learning, and
supporting both qualitative and quantitative research
methodologies. There is capacity to increase learner
engagement and motivation on the basis of robust ethical
guidance and oversight on issues such as privacy, bias, and
accuracy. Effective integration of GenAI tools into learning
requires strategic planning and adherence to pedagogical
principles. Here, we briefly explore several existing frameworks
to contextualise GenAI’s role within educational settings,
focusing on the interplay between pedagogical theory and the
technological potential of GenAI [24].

Social Constructivism
Constructivism proposes that learning is an active process where
learners build their understanding of the world through
experiences and interactions with the environment. A social
constructivism framework emphasises learning as a
collaborative, interactive process where knowledge is
constructed within a social context, for example, interactive
workshops or group activities [25]. GenAI can facilitate
collaborative learning by providing tools that enhance
communication and idea sharing among students, regardless
of their linguistic or cultural backgrounds. This aligns with the
principles of social constructivism, which posits that knowledge is
constructed through social interactions and shared experience.
GenAI tools can facilitate this approach by providing interactive
environments and scaffolding student learning [26]. For instance,
AI-powered discussion platforms, first used during the COVID-
19 pandemic (e.g., Packback), can simulate peer interactions for
remote learners, promoting engagement and a deeper
understanding of course material [27, 28]. This reflects
Vygotsky’s theory on the Zone of Proximal Development,
which highlights the role of social interaction in learning
processes [29].

Personalised Learning
Personalised learning in the context of GenAI refers to the use of
AI-driven tools and systems that tailor educational experiences to
each student’s individual needs, preferences, and learning pace.
At its core, personalised learning involves moving away from the
traditional “one-size-fits-all” model of education. Instead, it
focuses on understanding and addressing the unique
requirements of each learner. These models advocate for
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customising educational experiences to meet individual learner
needs, abilities, and interests [30, 31]. Popenici and Kerr [26] and
Bennett [32] suggest various strategies to integrate GenAI into
personalised learning experiences, including AI-powered
teaching assistants to support student learning during
authentic assessments that promote experiential learning
assessments. GenAI can dynamically adjust content delivery
and assessment methods based on continuous data analysis,
modifying learning activities in real-time [26, 32]. This ensures
that each student receives tailored support while learning, thus
enhancing engagement and educational outcomes by aligning
with individual learning trajectories and an appropriate level of
academic challenge [2, 4, 33]. GenAI tools have also been
demonstrated to effectively create assessments for Massive
Open Online Courses (MOOCs), benefiting educators and
learners alike. Students can employ the same methods to
generate a variety of assessments for self-evaluating their
progress in their studies [34].

Competency-Based Learning
Competency-based learning assesses students’ ability to apply
concepts in real-world scenarios, rather than through traditional
memory-based assessments [35]. Behaviourist principles,
particularly those related to reinforcement and feedback, are
central to competency-based education. In this framework,
learning is seen as a change in behaviour resulting from the
acquisition of knowledge or skills, and students are assessed based
on observable outcomes or competencies. Competency-based
education also draws from constructivism by emphasising the
learner’s active role in their education, allowing them to progress
at their own pace as they build and demonstrate competencies
through practical application. This type of learning activity may be
delivered through case studies or data analysis and interpretation
activities. The learning can be effectively assessed using laboratory-
based competency tests, direct observations of practice (DOPs) or
OSPEs (Objective Structured Practical Exams). GenAI can facilitate
competency-based learning by providing detailed feedback on
performance and identifying areas for improvement, thereby aiding
learners in mastering specific competencies [4]. For instance, many
MOOC platforms were developed with incorporated AI to offer
personalised quizzes and real-time feedback, helping learners focus
on areas that need improvement, which is crucial for competency
development [36]. The focus is on fostering critical thinking, creativity,
and problem-solving skills rather than simply recalling information
[37]. When considering these theoretical frameworks together, it is
apparent that GenAI’s impact on education and learning is complex
and requires changes to more established practices. A holistic
approach to the integration of GenAI can be achieved, that
considers both the technological potential and the ethical
implications of use. Such an approach will ensure that GenAI
enhances rather than detracts from the educational experience.

IMPACT ON ASSESSMENT PRACTICES

Moorhouse, Yeo [38] conducted a review of publicly available
assessment guidelines from the top 50 universities in the Times

Higher Education World University Rankings 2023. The focus of
the review was on the content and advice provided for instructors
regarding the use of GenAI in assessments. The review
summarised that the redesign of coursework assessments to
incorporate GenAI tools effectively was encouraged. This
redesign involves designing assessment tasks with the
intentional use of GenAI, emphasising critical thinking and
creativity, focusing on the learning process over final outputs,
and supporting staged assessments that allow for feedback and
development. Alternatively, using in-class, closed-book
assessments to prevent potential misuse of GenAI in
producing answers and testing each individual student’s
knowledge and understanding could be implemented. These
assessments can remain authentic, such as case studies, data
analysis, and evaluation of published articles or viva voce, as
robust methods to assess critical thinking, creativity, and
problem-solving skills.

Re-Thinking Assessment Methods
AI’s capabilities necessitate innovative approaches to assessment
design. Bobula [7] and Chan and Colloton [10] discuss the
importance of creating assessments that require critical
thinking and deeper understanding, which are currently more
difficult for GenAI to replicate easily. Assessment methods
include open-ended questions [39], project-based assessments
[40], and working-world problem-solving tasks [41] that
encourage original thought and application of knowledge,
thereby reducing the potential for GenAI misuse [42]. A key
shift in thinking about assessment design and the iterative
creation of the piece of work to be submitted is needed.
Project-based learning can address this need where students
must engage in a process over time, such as research projects
(capstone experiences), case studies, or design tasks, which
require original thinking and continuous instructor feedback
[40]. The development of assessments that allow students to
use GenAI tools for certain parts of the task, followed by a critical
evaluation of the AI’s output, is becoming more commonplace.
Such approaches help students develop critical thinking skills
about GenAI and its capabilities [43]. By using a product-
orientated rather than a process-driven assessment model, it is
more likely that even if students use GenAI to complete
assessments, they will have to engage with, refine and update
the outputs of tools and evidence ethical usage of the GenAI
package selected [44]. Such process-orientated approaches
reduces the likelihood of relying solely on GenAI to produce
the final product. GenAI can also be directly incorporated into the
assessment, for example, acting as examiners in assessments like
Observed Structured Clinical Exams (OSCEs) addressing the
historical concerns about human examiner reliability in this
format [13]. Perkins et al. [45] set out a framework that
provides clear guidelines for educators and students on
acceptable AI usage at various assessment levels, from ideas
generation through editing to evaluation of AI outputs to full
integration as a “co-pilot.” The final stage of comprehensive
integration utilises GenAI as a tool for collaboration and
creativity, illustrating the diverse applications of these
technologies beyond the realm of education. AI-generated
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content is increasingly used, for example, in the generation of
code for data analysis, but it still requires human oversight and
editorial interventions (REF). The partner review to this paper
Jones and Newton (2024) detail a pragmatic guide for educators
when designing assessments which takes into consideration
GenAI use and its implications for learning [13].

Supporting Autonomous Learning
GenAI has the capability to support and enhance self-regulated
learning, leading to more autonomous learners. Self-regulated
learning refers to the ability of students to plan, monitor, and
reflect on their learning and problem-solving capabilities. The use
of AI-powered chatbots to create questions for students to answer
that are based on current levels of understanding and
achievement within a course, to develop personalised study
plans based on strengths, weaknesses and needs or to provide
tutoring and feedback to students are all examples of how
students can leverage GenAI to develop self-autonomy [46].
The use of personalised learning approaches leads to improved
student engagement, better understanding of the material, and
enhanced academic performance [26, 30–33].

Empirical studies have shown that GenAI is effective in
delivering personalised learning and improving student
autonomy and confidence. For example, a review by Gligorea,
Cioca [47] found that GenAI-driven adaptive learning systems,
which modify instructional content based on learner responses,
significantly improve student performance. Crompton and Burke
[48] and Kaledio, Robert [49] highlight that consistent student
interactions with intelligent GenAI tutoring systems in university
settings lead to improved overall academic achievement. This
suggests that GenAI not only tailors the learning experience to
individual needs but also enhances the effectiveness of
educational interventions, supporting the integration of GenAI
into frameworks in higher education designed to develop self-
regulation and learner autonomy.

Automation and Efficiency
The integration of GenAI in higher education has the potential to
positively impact marking and feedback processes. Automated
systems can offer instant, consistent, and unbiased feedback,
allowing educators to focus on more intricate tasks. Research
by Bearman and Luckin [1] and Hooda, Rana [2] demonstrates
how GenAI can enhance the efficiency and reliability of
assessments. Messer, Brown [50] extend this by showing that
automated grading tools can enhance student satisfaction by
providing near-instantaneous feedback and multiple
resubmission opportunities [50]. For instance, GenAI tools can
be used to assess written assignments, code, and the outputs of
multiple-choice tests, providing immediate and detailed feedback
to students.

The study by Balfour [51] demonstrates that automated essay
scoring systems powered by GenAI expedite the grading process
and maintain consistency and reliability in scoring across large
cohorts. It has been shown that essays marked by humans and
GenAI are internally consistent (i.e., human-human and AI-
human scores) and that the mean differences between human-
human and AI-human scores are not statistically significant [52].

Perera and Lankathilake [53] discuss how integrating multi-
model GenAI tools can revolutionise education by providing
detailed and timely feedback while addressing ethical
considerations. An important consideration will be how the
use of GenAI in this context is explained to students,
including the benefits of timely and impartial feedback against
the loss of interaction with academic staff, as well as maintaining
data integrity and GDPR compliance.

By leveraging AI’s strengths while addressing its challenges,
educational institutions can enhance the effectiveness and
integrity of assessment practices, ensuring they meet the
evolving needs of both educators and students.

Perspectives and Attitudes
Surveys of educators and students reveal diverse attitudes towards
GenAI in education [54]. The analysis indicates a general
recognition of AI’s benefits in supplementing learning,
assessment efficiency and feedback. However, there is also
significant apprehension regarding the potential for academic
dishonesty and its impact on learning processes.

Educator Perspectives
Educators have reported varied preferences regarding GenAI
being integrated into teaching practices [6]. The literature
highlights that many educators appreciate GenAI’s potential
for enhancing efficiency and streamlining processes [55].
Concerns around ethical and academic integrity from an
assessment point of view are, however, also frequently cited.
The debate centres on the balance between the benefits of
GenAI in augmenting learning outcomes and the risks of
undermining the authenticity of students’ work [56].

The use of GenAI in education, particularly in creative fields,
has prompted a reconsideration of how creativity and creative
outputs are assessed. This technology challenges traditional
pedagogical practices and requires new approaches to foster
creativity in the presence of GenAI tools [57]. Farrelly, Farrell
[58] in their reflections on EdTech and GenAI observed that
educators are facing numerous complexities and constraints in
adapting these new digital tools into their practices and cite a
need for GenAI literacy within the staff base [58]. Similar
observations were made by Lacey and Smith [59], with
educators feeling the need to keep up to date balanced against
the time needed to do this and Walczak and Cellary [60] also
highlighted the need for support in this new digital literacy.

To ensure that educators are well-equipped to navigate the
evolving landscape of GenAI in education, it is essential that they
become GenAI literate, developing a robust understanding of
both the capabilities and limitations of GenAI technologies. The
GenAI Readiness Framework proposed by Luckin, Cukurova
[61], is a structured, step-by-step approach, offering a practical
pathway for staff to achieve this literacy. By engaging in this
process, educators can tailor GenAI tools to meet specific
educational challenges, enhance their teaching practices, and
critically assess the ethical implications of GenAI integration.
This proactive approach empowers educators to harness GenAI
effectively and ensures that AI’s adoption enhances rather than
undermines the educational experience.
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The authors propose a seven-step framework, “EThICAL”, to
guide AI Readiness;

1. Excite: engage staff with AI possibilities.
2. Tailor and Hone: identify specific challenges that AI

can address.
3. Identify: determine available data and its relevance to the

identified challenges.
4. Collect: gather additional data needed to address these

challenges.
5. Apply: select and implement appropriate AI techniques.
6. Learn: analyse the results and learn from the data.
7. Iterate: refine the process based on outcomes and repeat

if necessary.

The authors acknowledge that the interconnectedness of
educational systems means that changes in one area can have
far-reaching impacts, which must be considered when integrating
GenAI into existing teaching methodologies [61].

Student Perspectives
Student reactions to GenAI in assessments are mixed. Chan and Hu
[5] report that while some students value the personalised feedback
and learning support GenAI can provide, others are concerned
about the impact on creativity and the authenticity of their work.
These concerns underscore the importance of transparent
institutional policies and guidelines and the need to educate
students about ethical GenAI use [62]. While students generally
trust GenAI for certain tasks like grammar checking, they prefer
human educators for feedback on assessments [63].

Comparing attitudes across different assessment scenarios shows
a need for tailored approaches to GenAI integration that address
specific concerns and contexts. A recent report by Jisc [64] highlights
that students are already using GenAI tools for a range of tasks,
including content creation, programming and personal support,
often viewing these tools as digital assistants that enhance their
creativity and productivity. However, they express concerns about
over-reliance onAI, the potential loss of individual creativity, and the
impact on their intellectual development. Additionally, issues of
equity, bias, and the ethical use of GenAI in assessments are
prominent, with students advocating for clearer institutional
guidelines to ensure fair and responsible GenAI integration.
Recommendations include developing robust guidelines for
GenAI use and ensuring that GenAI complements rather than
replaces traditional teaching methods alongside the need for
responsible and ethical implementation [53]. By understanding
and addressing these varied perspectives, educational institutions
can better navigate the challenges and opportunities presented by
GenAI in assessment practices.

INSTITUTIONAL STRATEGIES AND
GOVERNANCE

Policy Development
Developing clear guidelines for the responsible adoption of
GenAI in higher education is crucial and has been mentioned

throughout this review. Many institutions are developing a range
of policy responses to manage the impact of AI, however progress
is slow. Moorhouse, Yeo [38] found that less than half of the
reviewed universities have developed publicly accessible
guidelines addressing GenAI use. While Barrett and Pack [54]
showed that over 94% of educators responding to a survey
reported their institution as not having a clear GenAI policy,
and nearly 90% had never provided training to students on the
acceptable usage of GenAI.

GenAI, specifically its ability to learn and improve, poses a
conceptual challenge, at some point, the rate of change in the
technology will be faster than the rate at which regulation can be
introduced and applied to that new technology. Ifenthaler,
Majumdar [65] advocate for proactive policies that anticipate
the challenges posed by rapid technological changes rather than
reactive measures that may be overly restrictive. This includes
creating frameworks that align educational data use with broader
evidence-based practices; hence, policy needs to be responsive,
flexible, adaptable and based on principles that can remain the
same while technology changes.

Existing policies vary widely, with some institutions
enthusiastically adopting GenAI technologies and integrating
GenAI literacy into their curricula. In contrast, others are
more cautious, focusing on the potential risks and ethical
dilemmas. Farrelly, Farrell [58], Chan [66], Perera and
Lankathilake [53] and Ifenthaler, Majumdar [65] set out
guidance covering areas such as academic integrity, assessment
design, and student communication. There is also a growing focus
on responsible GenAI use, with policies emphasising
transparency, accountability, inclusiveness, and fair use of
GenAI technologies. Common areas include ethical
considerations, responsible use, and the need for educators to
act as “moral exemplars,” guiding students in navigating the
complex ethical landscape surrounding AI [65]. Impact on
teaching and learning through the adoption of teaching
methods assessment strategies, addressing ethical challenges,
and fostering collaboration among stakeholders [53], and
addressing academic misconduct through clear guidelines,
approaches for detection and prevention, and promoting
academic integrity in AI use [66].

The Royal Melbourne Institute of Technology (RMIT)
University created referencing guidelines for AI-generated
content, ensuring academic integrity and promoting the use of
these tools in assessment tasks [67]. Jisc, the UK digital, data, and
technology agency focused on tertiary education, research, and
innovation, has provided links to institutional policy and toolkits
on GenAI use [68] and a common theme of allowing GenAI in
assessments but giving clear acknowledgement of how the
tools were used.

Training and Support
Digital competency is the ability to effectively use digital
technologies, tools, and platforms to accomplish tasks, solve
problems, and communicate in various contexts. This
competency covers a broad spectrum of skills, from basic
computer literacy to more advanced capabilities such as coding,
data analysis, digital content creation, cybersecurity, and ethical use
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of digital information. In the context of GenAI, digital competency
extends further to include the skills needed to interact with and
leverage GenAI tools that create new content. This involves not just
understanding how to use GenAI tools but also the ability to craft
precise prompts to guide GenAI systems in producing the desired
outputs. Such GenAI literacy is essential for both educators and
students and has been highlighted as a significant concern for both
academics and students. Richardson and Clesham [3] emphasise the
importance of training programs that equip users with the necessary
skills to utilise GenAI tools effectively and responsibly. In their
review, Korzynski, Mazurek [69] explore GenAI prompt engineering
as a digital competency and argue that this is a key graduate skill and
present a conceptual framework that encompasses different
strategies for GenAI prompt engineering. Cain [70] sets out how
training in prompting helps students and educators transition from
passive recipients to active co-creators of their learning experiences.
For instance, Webb, Fluck [71] demonstrated the effectiveness of
targeted training sessions in enhancing confidence and competence
in integrating GenAI tools into curricula. Institutions, government
bodies and learned societies can and do offer workshops, online
courses, and resource centres dedicated to GenAI education,
ensuring all stakeholders are prepared to engage with GenAI
technologies in an informed manner.

The need for comprehensive GenAI literacy programs for both
staff and students is crucial as institutions seek to incorporate
GenAI into educational practices. Cultivating GenAI literacy
among academic colleagues and students fosters a better
understanding of both the capabilities and limitations of
GenAI. By implementing these strategies, education
institutions can ensure the ethical and effective integration of
AI, creating an environment that encourages innovation while
upholding academic integrity and fairness.

FUTURE DIRECTIONS AND
RESEARCH NEEDS

Several systematic reviews have been conducted into the use of
GenAI in higher education. These studies suggest current gaps in
GenAI in education research include addressing ethical and
privacy concerns, integrating GenAI with educational theories
and practices, and exploring fairness, accountability, and
transparency [72–74]. Ali, Murray [75] also highlight several
gaps including a lack of comprehensive understanding of GenAI’s
long-term effects on learning outcomes and a need for more
studies on the effectiveness of GenAI tools across diverse
educational settings and disciplines.

Further developments in the field then will require: Longitudinal
Studies: Investigating the long-term impact of GenAI integration
on student performance and learning processes; Cross-Disciplinary
Analysis: Assessing the effectiveness and challenges of GenAI tools
in various disciplines, Ethical Frameworks: That develop robust
guidelines for GenAI use in education, ensuring fairness and
equity, AI Literacy: Evaluating the effectiveness of GenAI
literacy programs for educators and students, Policy Impact:
Studying the effectiveness of institutional policies and
frameworks in managing GenAI integration in higher education.

Addressing these gaps will help develop a deeper understanding of
GenAI’s role in education and guide the responsible and effective
use of these technologies.

CONCLUSION

This review highlights the transformative impact of GenAI on
learning and teaching in HE, including enhanced automation,
personalised learning, and innovative assessment methods. It also
identifies significant challenges, such as maintaining academic
integrity and addressing ethical concerns in appropriate use of
AI. HEIs need to develop comprehensive and consistent policies
for GenAI integration, emphasising their ethical use and fairness.
Training programs for GenAI literacy among educators and
students will be crucial for effective implementation. Institutions
have an obligation to design robust frameworks to ensure GenAI
tools complement traditional educational methods and enhance
student learning experiences. GenAI holds great promise for
transforming HE, but its integration must be managed carefully
to preserve academic integrity and promote equitable learning
opportunities. Ongoing research and collaboration among
educators, policymakers, and GenAI developers will be essential
in harnessing AI’s full potential while mitigating its risks.

AUTHOR CONTRIBUTIONS

NF, SJ, and DS conceived and designed the review. All authors
contributed to the article and approved the submitted version.

FUNDING

The author(s) declare that no financial support was received for
the research, authorship, and/or publication of this article.

CONFLICT OF INTEREST

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that
could be construed as a potential conflict of interest.

GENERATIVE AI STATEMENT

The author(s) declare that no Generative AI was used in the
creation of this manuscript.

ACKNOWLEDGMENTS

Ideas around assessment and curriculum delivery in this review
have been drawn from our ongoing research into the incorporation
of generative AI in HE, and we acknowledge overlap with our
ongoing work Smith DP et al. [76].

British Journal of Biomedical Science | Published by Frontiers January 2025 | Volume 81 | Article 140487

Francis et al. GenAI: Balancing Innovation and Integrity



REFERENCES

1. Bearman M, Luckin R. Preparing University Assessment for a World With AI:
Tasks for Human Intelligence. In: Bearman M, Dawson P, Ajjawi R, Tai J,
Boud D, editors Re-Imagining University Assessment in a Digital World. Cham:
Springer International Publishing (2020). p. 49–63.

2. Hooda M, Rana C, Dahiya O, Rizwan A, Hossain MS. Artificial
Intelligence for Assessment and Feedback to Enhance Student Success
in Higher Education. Math Probl Eng (2022) 2022(1):1–19. doi:10.1155/
2022/5215722

3. Richardson M, Clesham R. Rise of the Machines? The Evolving Role of AI
Technologies in High-Stakes Assessment. Lond Rev Educ (2021) 19(1). doi:10.
14324/lre.19.1.09

4. Tenakwah E, Senior BG, Tenakwah E, Junior PM, Brady M, Kansiime P, et al.
Generative AI and Higher Education Assessments: A Competency-Based
Analysis. Research Square Preprint (2023). doi:10.21203/rs.3.rs-2968456/v1

5. Chan CKY, Hu W. Students’ Voices on Generative AI: Perceptions, Benefits,
and Challenges in Higher Education. Int J Educ Technol Higher Educ (2023)
20(1):43. doi:10.1186/s41239-023-00411-8

6. Thompson K, Corrin L, Lodge JM. AI in Tertiary Education: Progress on
Research and Practice. Australas J Educ Technol (2023) 39(5):1–7. doi:10.
14742/ajet.9251

7. Bobula M. Generative Artificial Intelligence (AI) in Higher Education: A
Comprehensive Review of Challenges, Opportunities, and Implications.
J Learn Develop Higher Educ (2024) 30:112–27. doi:10.47408/jldhe.vi30.1137

8. Kanaparthi V. Transformational Application of Artificial Intelligence and
Machine Learning in Financial Technologies and Financial Services: A
Bibliometric Review (2024) 13(3):71–7. doi:10.35940/ijeat.D4393.13030224

9. Chafai N, Bonizzi L, Botti S, Badaoui B. Emerging Applications of Machine
Learning in Genomic Medicine and Healthcare. Crit Rev Clin Lab Sci (2024)
61(2):140–63. doi:10.1080/10408363.2023.2259466

10. Chan CKY, Colloton T. Generative AI in Higher Education: The ChatGPT
Effect. 1st ed. London: Routledge (2024).

11. Elkhatat AM, Elsaid K, Almeer S. Evaluating the Efficacy of AI Content
Detection Tools in Differentiating Between Human and AI-Generated Text.
Int J Educ Integrity (2023) 19(1):17. doi:10.1007/s40979-023-00140-5

12. Liang W, Yuksekgonul M, Mao Y, Wu E, Zou J. GPT Detectors Are Biased
against Non-Native EnglishWriters. Patterns (2023) 4(7):100779. doi:10.1016/
j.patter.2023.100779

13. Jones S, Newton PM. Education and Training Assessment and Artificial
Intelligence. A Pragmatic Guide for Educators. Br J Biomed Sci (2024).

14. Challen R, Denny J, Pitt M, Gompels L, Edwards T, Tsaneva-Atanasova K.
Artificial Intelligence, Bias and Clinical Safety. BMJ Qual and Saf (2019) 28(3):
231–7. doi:10.1136/bmjqs-2018-008370

15. Lee NT, Resnick P, Barton G. Algorithmic Bias Detection and Mitigation: Best
Practices and Policies to Reduce Consumer Harms. 2019.

16. Hubbard KE, Gawthorpe P. Inclusive Higher Education Framework. In:
National Teaching Repository (2024).

17. Strubell E, Ganesh A, McCallum A, editors. Energy and Policy Considerations
for Deep Learning in NLP. 57th Annual Meeting of the Association for
Computational Linguistics. Florence, Italy: ACL (2019).

18. Nordgren A. Artificial Intelligence and Climate Change: Ethical Issues. J Inf
Commun Ethics Soc (2023) 21(1):1–15. doi:10.1108/jices-11-2021-0106

19. Parliament E. The Impact of the General Data Protection Regulation (GDPR)
on Artificial Intelligence. In: (STOA) SFU. Brussels: European Parliament:
European Parliamentary Research Service (2020).

20. Center PR. Internet, Broadband Fact Sheet (2023). Available from: https://
www.pewresearch.org/internet/fact-sheet/internet-broadband/ (Accessed
November 10).

21. Hubbard KE. Institution Level Awarding Gap Metrics for Identifying
Educational Inequity: Useful Tools or Reductive Distractions? Higher Educ
(2024) 88:2269–89. doi:10.1007/s10734-024-01216-y

22. Chatila R, Havens JC. The IEEE Global Initiative on Ethics of Autonomous and
Intelligent Systems. In: Aldinhas Ferreira MI, Silva Sequeira J, Singh VG,
Tokhi MO, Kadar E E, editors. Robotics and Well-Being. Cham: Springer
International Publishing (2019). p. 11–6.

23. Perkins M. Academic Integrity Considerations of AI Large Language Models
in the Post-Pandemic Era: ChatGPT and Beyond. J Univ Teach and Learn
Pract (2023) 20(2). doi:10.53761/1.20.02.07

24. Noroozi O, Soleimani S, Farrokhnia M, Banihashem SK. Generative AI in
Education: Pedagogical, Theoretical, and Methodological Perspectives. Int J
Educ Integrity Technol Educ (Ijte) (2024) 7(3):373–85. doi:10.46328/ijte.845

25. Zhou X, Schofield L. Using Social Learning Theories to Explore the Role of
Generative Artificial Intelligence (AI) in Collaborative Learning. J Learn
Develop Higher Educ (2024) 30. doi:10.47408/jldhe.vi30.1031

26. Popenici SAD, Kerr S. Exploring the Impact of Artificial Intelligence on
Teaching and Learning in Higher Education. Research Pract Technol
Enhanced Learn (2017) 12(1):22. doi:10.1186/s41039-017-0062-8

27. Roll I, Wylie R. Evolution and Revolution in Artificial Intelligence in
Education. Int J Artif Intelligence Educ (2016) 26(2):582–99. doi:10.1007/
s40593-016-0110-3

28. Fisher-Bammer D. Can Artificial Intelligence Actually Make Classroom
Discussion Better? League for Innovation2020. Available from: https://
leagueforinnovation.wordpress.com/2020/09/17/can-artificial-intelligence-
actually-make-classroom-discussion-better/ (Accessed November 10).

29. Vygotsky LS. In: Cole M, Jolm-Steiner V, Scribner S, Souberman E, editors
Mind in Society Development of Higher Psychological Processes. Harvard
University Press (1978).

30. Li KC, Wong BT-M. Artificial Intelligence in Personalised Learning: A
Bibliometric Analysis. Interactive Technol Smart Educ (2023) 20(3):422–45.
doi:10.1108/itse-01-2023-0007

31. Guo H, Yi W, Liu K, editors. Enhancing Constructivist Learning: The Role of
Generative AI in Personalised Learning Experiences. Proceedings of the 26th
International Conference on Enterprise Information Systems (ICEIS 2024)
(2024).

32. Bennett L. Optimising the Interface Between Artificial Intelligence and Human
Intelligence in Higher Education. Int J Teach Learn Educ (2023) 2(3):12–25.
doi:10.22161/ijtle.2.3.3

33. Bhutoria A. Personalized Education and Artificial Intelligence in the
United States, China, and India: A Systematic Review Using a Human-In-
The-Loop Model. Comput Educ Artif Intelligence (2022) 3:100068. doi:10.
1016/j.caeai.2022.100068

34. Rai L, Deng C, Liu F. Developing Massive Open Online Course Style
Assessments Using Generative AI Tools. In: 2023 IEEE 6th International
Conference on Electronic Information and Communication Technology
(ICEICT), Qingdao, China, July 21–24, 2023 (IEEE) (2023).

35. Henri D, Bridgeman K, EwenM, Holmes A. A Competency-Based Assessment
Framework: QAA (2024). Available from: https://www.qaa.ac.uk//en/
membership/collaborative-enhancement-projects/assessment/a-competence-
based-assessment-framework (Accessed November 10).

36. YuH,MiaoC, LeungC,White TJ. TowardsAI-Powered Personalization inMOOC
Learning. npj Sci Learn (2017) 2(1):15. doi:10.1038/s41539-017-0016-3

37. Padovano A, Cardamone M. Towards Human-AI Collaboration in the
Competency-Based Curriculum Development Process: The Case of
Industrial Engineering and Management Education. Comput Educ Artif
Intelligence (2024) 7:100256. doi:10.1016/j.caeai.2024.100256

38. Moorhouse BL, Yeo MA, Wan Y. Generative AI Tools and Assessment:
Guidelines of the World’s Top-Ranking Universities. Comput Educ Open
(2023) 5:100151. doi:10.1016/j.caeo.2023.100151

39. Meir E, Pope D, Abraham JK, Kim KJ, Maruca S, Palacio J. Designing Activities to
Teach Higher-Order Skills: How Feedback and Constraint Affect Learning of
Experimental Design. CBE—Life Sci Educ (2024) 23(1):ar1. doi:10.1187/cbe.22-08-
0158

40. Petrovska O, Clift L, Moller F, Pearsall R. Incorporating Generative AI Into
Software Development Education. In: Proceedings of the 8th Conference on
Computing Education Practice. Durham, United Kingdom: Association for
Computing Machinery (2024). p. 37–40.

41. Xia Q, Weng X, Ouyang F, Lin TJ, Chiu TKF. A Scoping Review on How
Generative Artificial Intelligence Transforms Assessment in Higher Education.
Int J Educ Technol Higher Educ (2024) 21(1):40. doi:10.1186/s41239-024-00468-z

42. QAA. Reconsidering Assessment for the ChatGPT Era: QAA Advice on
Developing Sustainable Assessment Strategies: The Quality Assurance
Agency for. Higher Educ (2023). Available from: https://www.qaa.ac.uk/

British Journal of Biomedical Science | Published by Frontiers January 2025 | Volume 81 | Article 140488

Francis et al. GenAI: Balancing Innovation and Integrity

https://doi.org/10.1155/2022/5215722
https://doi.org/10.1155/2022/5215722
https://doi.org/10.14324/lre.19.1.09
https://doi.org/10.14324/lre.19.1.09
https://doi.org/10.21203/rs.3.rs-2968456/v1
https://doi.org/10.1186/s41239-023-00411-8
https://doi.org/10.14742/ajet.9251
https://doi.org/10.14742/ajet.9251
https://doi.org/10.47408/jldhe.vi30.1137
https://doi.org/10.35940/ijeat.D4393.13030224
https://doi.org/10.1080/10408363.2023.2259466
https://doi.org/10.1007/s40979-023-00140-5
https://doi.org/10.1016/j.patter.2023.100779
https://doi.org/10.1016/j.patter.2023.100779
https://doi.org/10.1136/bmjqs-2018-008370
https://doi.org/10.1108/jices-11-2021-0106
https://www.pewresearch.org/internet/fact-sheet/internet-broadband/
https://www.pewresearch.org/internet/fact-sheet/internet-broadband/
https://doi.org/10.1007/s10734-024-01216-y
https://doi.org/10.53761/1.20.02.07
https://doi.org/10.46328/ijte.845
https://doi.org/10.47408/jldhe.vi30.1031
https://doi.org/10.1186/s41039-017-0062-8
https://doi.org/10.1007/s40593-016-0110-3
https://doi.org/10.1007/s40593-016-0110-3
https://leagueforinnovation.wordpress.com/2020/09/17/can-artificial-intelligence-actually-make-classroom-discussion-better/
https://leagueforinnovation.wordpress.com/2020/09/17/can-artificial-intelligence-actually-make-classroom-discussion-better/
https://leagueforinnovation.wordpress.com/2020/09/17/can-artificial-intelligence-actually-make-classroom-discussion-better/
https://doi.org/10.1108/itse-01-2023-0007
https://doi.org/10.22161/ijtle.2.3.3
https://doi.org/10.1016/j.caeai.2022.100068
https://doi.org/10.1016/j.caeai.2022.100068
https://www.qaa.ac.uk//en/membership/collaborative-enhancement-projects/assessment/a-competence-based-assessment-framework
https://www.qaa.ac.uk//en/membership/collaborative-enhancement-projects/assessment/a-competence-based-assessment-framework
https://www.qaa.ac.uk//en/membership/collaborative-enhancement-projects/assessment/a-competence-based-assessment-framework
https://doi.org/10.1038/s41539-017-0016-3
https://doi.org/10.1016/j.caeai.2024.100256
https://doi.org/10.1016/j.caeo.2023.100151
https://doi.org/10.1187/cbe.22-08-0158
https://doi.org/10.1187/cbe.22-08-0158
https://doi.org/10.1186/s41239-024-00468-z
https://www.qaa.ac.uk/docs/qaa/members/reconsidering-assessment-for-the-chat-gpt-era.pdf


docs/qaa/members/reconsidering-assessment-for-the-chat-gpt-era.pdf
(Accessed November 10).

43. Sok S, Heng K. Opportunities, Challenges, and Strategies for Using ChatGPT
in Higher Education: A Literature Review. J Digital Educ Technol (2024) 4(1):
ep2401. doi:10.30935/jdet/14027

44. Smith DP, Francis NJ. Process Not Product in the Written Assessment. In:
Beckingham S, Lawrence J, Powell S, Hartley P, editors Using Generative AI
Effectively in Higher Education. 1st ed. London: Routledge (2024). p. 115–26.

45. Perkins M, Furze L, Roe J, MacVaugh J. The Artificial Intelligence Assessment
Scale (AIAS): A Framework for Ethical Integration of Generative AI in Educational
Assessment. J Univ Teach Learn Pract (2024) 21(06). doi:10.53761/q3azde36

46. Lai JW. Adapting Self-Regulated Learning in an Age of Generative Artificial
Intelligence Chatbots. Future Internet (2024) 16(6):218. doi:10.3390/
fi16060218

47. Gligorea I, Cioca M, Oancea R, Gorski A-T, Gorski H, Tudorache P. Adaptive
Learning Using Artificial Intelligence in E-Learning: A Literature Review. Educ
Sci (2023) 13(12):1216. doi:10.3390/educsci13121216

48. Crompton H, Burke D. Artificial Intelligence in Higher Education: The State of
the Field. Int J Educ Technol Higher Educ (2023) 20(1):22. doi:10.1186/s41239-
023-00392-8

49. Kaledio P, Robert A, Frank L. The Impact of Artificial Intelligence on Students’
Learning Experience. Wiley Interdiscip Rev Comput Stat (2024). doi:10.2139/
ssrn.4716747

50. Messer M, Brown NCC, Kölling M, Shi M. Automated Grading and Feedback
Tools for Programming Education: A Systematic Review. ACM Trans Comput
Educ (2024) 24(1):1–43. Article 10. doi:10.1145/3636515

51. Balfour SP. Assessing Writing in MOOCs: Automated Essay Scoring and
Calibrated Peer Review™. Research and Pract Assess 2013;8:40–8.

52. Tate TP, Steiss J, Bailey D, Graham S, Moon Y, Ritchie D, et al. Can AI Provide
Useful Holistic Essay Scoring? Comput Educ Artif Intelligence (2024) 7:100255.
doi:10.1016/j.caeai.2024.100255

53. Perera P, Lankathilake M. Preparing to Revolutionize Education with the
Multi-Model GenAI Tool Google Gemini? A Journey Towards Effective Policy
Making. J Adv Educ Philos (2023) 7:246–53. doi:10.36348/jaep.2023.v07i08.001

54. Barrett A, Pack A. Not Quite Eye to A.I.: Student and Teacher Perspectives on
the Use of Generative Artificial Intelligence in the Writing Process. Int J Educ
Technol Higher Educ (2023) 20(1):59. doi:10.1186/s41239-023-00427-0

55. Nguyen A, Krementzis M, Essien A, Petrounias I, Hosseini S. Editorial:
Enhancing Student Engagement Through Artificial Intelligence (AI):
Understanding the Basics, Opportunities, and Challenges. J Univ Teach
Learn Pract (2024) 21(06). doi:10.53761/caraaq92

56. Murray D, Williams K. Exploring Business Students’ Views of the Use of
Generative AI in Assignment Writing. Australia: ASCILITE Publications (2023).

57. Butterworth R. AI in Creative Education: Opportunities and Challenges for
Assessment. Surrey and Kent, United Kingdom: Journal of Useful
Investigations in Creative Education (2023). Available from: https://juice-
journal.com/2023/09/12/ai-in-creative-education-opportunities-and-
challenges-for-assessment/ (Accessed November 10).

58. Farrelly T, Farrell O, Concannon F, Costello E, Wolf L. Editorial: There’s an AI
for That: Rhetoric, Reality, and Reflections on EdTech in the Dawn of GenAI.
Irish J Technol Enhanced Learn (2023) 7. doi:10.22554/ijtel.v7i1.116

59. Lacey MM, Smith DP. Teaching and Assessment of the Future Today: Higher
Education and AI. Microbiol Aust (2023) 44(3):124–6. doi:10.1071/ma23036

60. Walczak K, Cellary W. Challenges for Higher Education in the Era of
Widespread Access to Generative AI. Econ Business Rev (2023) 9(2).
doi:10.18559/ebr.2023.2.743

61. Luckin R, Cukurova M, Kent C, du Boulay B. Empowering Educators to Be
AI-Ready. Comput Educ Artif Intelligence (2022) 3:100076. doi:10.1016/j.
caeai.2022.100076

62. Francis NJ, Smith DP. Using Generative Artificial Intelligence - A Student
Guide. Natl Teach Repository (2023). doi:10.25416/NTR.24259597.v1

63. Palmer E, Lee D, Arnold M, Lekkas D, Plastow K, Ploecki F, et al. Findings
From a Survey Looking at Attitudes Towards AI and Its Use in Teaching,
Learning and Research. Christchurch, NZ: ASCILITE (2023).

64. Jisc. Student Perceptions of Generative AI. 2024.
65. Ifenthaler D, Majumdar R, Gorissen P, Judge M, Mishra S, Raffaghelli J, et al.

Artificial Intelligence in Education: Implications for Policymakers,
Researchers, and Practitioners. Technol Knowledge Learn (2024) 29:
1693–710. doi:10.1007/s10758-024-09747-0

66. Chan CKY. A Comprehensive AI Policy Education Framework for University
Teaching and Learning. Int J Educ Technol Higher Educ (2023) 20(1):38.
doi:10.1186/s41239-023-00408-3

67. Taylor K. Supporting Students and Educators in Using Generative Artificial
Intelligence. Christchurch, NZ: ASCILITE (2023).

68. JISC. Annual Review 2023/24 (2024). Available from: https://www.jisc.ac.uk
(Accessed November 10).

69. Korzynski P, Mazurek G, Krzypkowska P, Kurasinski A. Artificial Intelligence
Prompt Engineering as a New Digital Competence: Analysis of Generative AI
Technologies Such as ChatGPT. Entrepreneurial Business Econ Rev (2023) 11:
25–37. doi:10.15678/eber.2023.110302

70. Cain W. Prompting Change: Exploring Prompt Engineering in Large
Language Model AI and Its Potential to Transform Education. TechTrends
(2023) 68:47–57. doi:10.1007/s11528-023-00896-0

71. Webb ME, Fluck A, Magenheim J, Malyn-Smith J, Waters J, Deschênes M,
et al. Machine Learning for Human Learners: Opportunities, Issues, Tensions
and Threats. Educ Technol Res Dev (2021) 69(4):2109–30. doi:10.1007/s11423-
020-09858-2

72. Zawacki-Richter O, Marín VI, Bond M, Gouverneur F. Systematic Review of
Research on Artificial Intelligence Applications in Higher Education – Where
Are the Educators? Int J Educ Technol Higher Educ (2019) 16(1):39. doi:10.
1186/s41239-019-0171-0

73. Zhai X, Chu X, Chai CS, Jong MSY, Istenic A, Spector M, et al. A Review of
Artificial Intelligence (AI) in Education From 2010 to 2020. Complexity (2021)
2021(1):8812542. doi:10.1155/2021/8812542

74. Zhang K, Aslan AB. AI Technologies for Education: Recent Research and
Future Directions. Comput Educ Artif Intelligence (2021) 2:100025. doi:10.
1016/j.caeai.2021.100025

75. Ali O, Murray PA, Momin M, Dwivedi YK, Malik T. The Effects of Artificial
Intelligence Applications in Educational Settings: Challenges and Strategies.
Technol Forecast Soc Change (2024) 199:123076. doi:10.1016/j.techfore.2023.
123076

76. Smith DP, Sokaya D, Moore S, Okonkwo C, Boyd C, Lacey MM, et al.
Embedding Generative AI as a Digital Capability Into a Year-Long MSc
Skills Program. Preprint (Version 1): Research Square (2024). doi:10.21203/
rs.3.rs-5204546/v1

Copyright © 2025 Francis, Jones and Smith. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is permitted, provided the original
author(s) and the copyright owner(s) are credited and that the original publication
in this journal is cited, in accordance with accepted academic practice. No use,
distribution or reproduction is permitted which does not comply with these terms.

British Journal of Biomedical Science | Published by Frontiers January 2025 | Volume 81 | Article 140489

Francis et al. GenAI: Balancing Innovation and Integrity

https://www.qaa.ac.uk/docs/qaa/members/reconsidering-assessment-for-the-chat-gpt-era.pdf
https://doi.org/10.30935/jdet/14027
https://doi.org/10.53761/q3azde36
https://doi.org/10.3390/fi16060218
https://doi.org/10.3390/fi16060218
https://doi.org/10.3390/educsci13121216
https://doi.org/10.1186/s41239-023-00392-8
https://doi.org/10.1186/s41239-023-00392-8
https://doi.org/10.2139/ssrn.4716747
https://doi.org/10.2139/ssrn.4716747
https://doi.org/10.1145/3636515
https://doi.org/10.1016/j.caeai.2024.100255
https://doi.org/10.36348/jaep.2023.v07i08.001
https://doi.org/10.1186/s41239-023-00427-0
https://doi.org/10.53761/caraaq92
https://juice-journal.com/2023/09/12/ai-in-creative-education-opportunities-and-challenges-for-assessment/
https://juice-journal.com/2023/09/12/ai-in-creative-education-opportunities-and-challenges-for-assessment/
https://juice-journal.com/2023/09/12/ai-in-creative-education-opportunities-and-challenges-for-assessment/
https://doi.org/10.22554/ijtel.v7i1.116
https://doi.org/10.1071/ma23036
https://doi.org/10.18559/ebr.2023.2.743
https://doi.org/10.1016/j.caeai.2022.100076
https://doi.org/10.1016/j.caeai.2022.100076
https://doi.org/10.25416/NTR.24259597.v1
https://doi.org/10.1007/s10758-024-09747-0
https://doi.org/10.1186/s41239-023-00408-3
https://www.jisc.ac.uk
https://doi.org/10.15678/eber.2023.110302
https://doi.org/10.1007/s11528-023-00896-0
https://doi.org/10.1007/s11423-020-09858-2
https://doi.org/10.1007/s11423-020-09858-2
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1155/2021/8812542
https://doi.org/10.1016/j.caeai.2021.100025
https://doi.org/10.1016/j.caeai.2021.100025
https://doi.org/10.1016/j.techfore.2023.123076
https://doi.org/10.1016/j.techfore.2023.123076
https://doi.org/10.21203/rs.3.rs-5204546/v1
https://doi.org/10.21203/rs.3.rs-5204546/v1
https://creativecommons.org/licenses/by/4.0/

	Generative AI in Higher Education: Balancing Innovation and Integrity
	Introduction
	Background
	Ethical and Responsible Use of GenAI
	Uncertainty
	Explainability
	Bias
	Environmental Impact
	Data Integrity
	Digital Divide

	Theoretical Frameworks and Models
	Social Constructivism
	Personalised Learning
	Competency-Based Learning

	Impact on Assessment Practices
	Re-Thinking Assessment Methods
	Supporting Autonomous Learning
	Automation and Efficiency
	Perspectives and Attitudes
	Educator Perspectives
	Student Perspectives

	Institutional Strategies and Governance
	Policy Development
	Training and Support

	Future Directions and Research Needs
	Conclusion
	Author Contributions
	Funding
	Conflict of Interest
	Generative AI Statement
	Acknowledgments
	References


