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The emergence of ChatGPT and similar new Generative AI tools has created concern
about the validity of many current assessment methods in higher education, since learners
might use these tools to complete those assessments. Here we review the current
evidence on this issue and show that for assessments like essays and multiple-choice
exams, these concerns are legitimate: ChatGPT can complete them to a very high
standard, quickly and cheaply. We consider how to assess learning in alternative
ways, and the importance of retaining assessments of foundational core knowledge.
This evidence is considered from the perspective of current professional regulations
covering the professional registration of Biomedical Scientists and their Health and
Care Professions Council (HCPC) approved education providers, although it should be
broadly relevant across higher education.
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INTRODUCTION

The launch of ChatGPT in November 2022 sparked an explosion of interest in new generative AI
(GenAI) tools. ChatGPT is a chatbot based upon an underlying large language model (LLM). At the
time of writing, ChatGPT remains the most popular tool with the greatest market share and largest
user base, reaching 1 million users within days of launch [1] and currently with 200 million weekly
users worldwide [2]. The most recent update to ChatGPT (Sept 2024) now allows subscribing users
to select from different underlying models, including “OpenAI o1” which is specialised for advanced
problem solving [3] and GPT-4o for text generation [4]. The current versions of ChatGPT can
analyse images and other uploaded files, utilise external tools like Python for coding and data
analysis, and are capable of real-time web searching and advanced real-time voice interaction. They
are also capable of generating images, as well as the standard text, and have memory functions which
allow them to remember key features about the user. Although ChatGPT remains the frontrunner,
there is currently a fierce competition for share of this emerging market, with tech giants launching
and developing their own products like Google Gemini, Microsoft Co-pilot and Apple AI, alongside
products from new companies like “Claude” from Anthropic [5]. Most of these tools have both a free
and subscription version, and the difference in performance between these is often very large, with
further performance difference obtained as the underlying LLMs are updated. For example, the early
free versions of ChatGPT, running GPT-3 or 3.5, tested on a range of different multiple-choice
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exams, scored an average of 54%. The subscription version
running GPT-4 averaged 75% [6], and then the update to
GPT-4o scored 94% on the UK Medical Licensing Applied
Knowledge test [7], a considerable improvement in less than
2 years. These advancing/developing abilities have naturally led to
discussion about the considerable opportunities and challenges
generated by these tools, along with startling headlines. Here we
take a pragmatic evidence-based approach [8] to summarising the
current perspective on what these tools can and cannot do with
current assessment methods in UK Higher Education and in
practice-based training for statutory regulated professions, with a
focus on biomedical scientists. We use this to generate advice for
educators and trainers who wish to capture the opportunities and
address the challenges afforded by GenAI. This guidance
emphasises assessment in Biomedical Science, although should
be applicable more broadly across higher education and in
laboratory-based training.

What is Assessment for?
Assessment is one of the defining features of a higher education
provider. The definition of a university in the UK is, simply, an
organisation with “degree awarding powers” [9]. The degree is
based upon the university certifying the learning undertaken by
that student. That certification is made almost entirely based on
assessment, meaning that effective assessment is at the heart of
what defines a university. Assessment is also the basis of very
many aspects of other educational organisations such as the
Institute of Biomedical Science (IBMS) who are a Health and
Care Professions Council (HCPC) approved education provider
in the UK. The Institute offers a range of education and training,
plus bespoke qualifications designed for biomedical scientists
who are both pre- and post-registration with the HCPC.
Further, as the professional body for biomedical science in the
UK, the Institute accredits both BSc and MSc programmes
delivered by higher education providers. The taught
curriculum of these programmes is carefully aligned with the-
Quality Assurance Agency (QAA) Subject Benchmark Statement
for Biomedical Science and Biomedical Sciences [10] and the
Framework for Higher Education Qualifications (FHEQ) and
Scottish Credit and Qualifications Framework (SCQF) for
academic level [11]. Following assessment adjustments made
during the COVID-19 pandemic, the Institute (in 2021)
required IBMS Accredited higher education providers to
return to closed book assessments and on campus, invigilated
examinations from 2021 onwards. This requirement was
reinstated to ensure that the knowledge and understanding of
each individual student was being assessed to meet the HCPC
Standards of Education and Training (SETs), specifically SET
6.3 Assessments must provide an objective, fair and reliable
measure of learners’ progression and achievement [12]. It is
essential that students studying a degree programme that can
lead to statutory regulation have the appropriate underpinning
knowledge and understanding to protect patient safety.

For all learners, assessment has an important place in learning
itself, due to the “testing effect”: one of the most effective and
evidence based approaches to improving and supporting learning
is the use formative practice tests as part of the learning process

[13]. This process makes use of so-called “retrieval practise”
wherein prior knowledge is “brought to mind” during the
learning process, as a way of enhancing integration of new
knowledge with that is already known [14]. This is true
whether the learner is studying taught content in the
university environment or undertaking training and learning
in a clinical laboratory. The iterative process of undertaking
tasks, receiving feedback and using that feedback to improve
supports achievement and promotes confidence in the learner.
The process of regularly checking in with the learner and
discussing the learning that has taken place can also provide a
useful safeguard in ensuring that the piece of work is original, if
the learner is able to explain it clearly and in detail.

Different Types of Assessment for Different
Levels of Learning
There are many so-called hierarchies of learning, of which
Blooms Taxonomy is perhaps the most famous and well
known [15]. Many of these taxonomies have flaws in the
underlying cognitive science which is used to attempt to
explain them, and in their practical implementation [16], but
most are based on a basic truth; that knowledge and learning are
cumulative. One cannot attain the so-called higher order states of
learning without having a basic grasp of factual or foundational
knowledge [17]. This is true perhaps in STEM (Science
Technology Engineering and Maths) fields more than some
other disciplines, given the large amount of technical and
esoteric terminology that are needed to be able to work and
learn effectively. The cumulative rather than hierarchical nature
of learning is fundamentally important to understanding what
makes a good assessment. Cumulative means that a learner
requires knowledge of basic facts and principles before being
able to work with them in applied, critical or higher order ways.
Therefore, different types of assessment are more appropriate for
different levels of learning, but we cannot skip the basic
knowledge tests if we want to be confident that learners have
achieved this knowledge before progressing safely on to higher
order learning.

Effective Assessment Design
There are many features that determine whether an assessment is
effective, and there are many different types of assessment. A
simple summary of these combined principles is that a good
assessment is a measure of what a learner can do, rather than what
they “know” or “understand” since these concepts cannot be
objectively observed or measured [15]. Thus different types of
assessment require learners to do different things. An assessment
of factual knowledge might test students’ ability to identify core
concepts, measured by simple multiple-choice questions, while a
higher-level assessment might measure student’s ability to
critically appraise the latest evidence on a topic, measured
through a viva or a practical exam. Underneath that, perhaps
the most important feature of assessment design is validity - does
the assessment measure the thing that it is supposed to? For
example, if a learning outcome is for a learner to be able to use a
pipette, then a valid assessment requires them to use a pipette
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(rather than, say, write an essay on pipetting). Another important
feature of assessment design is reliability; if the same learner took
the same assessment twice under the same conditions, would they
get the same mark? Would two different learners who performed
the same way in an assessment both get the same mark?
Reliability is important for validity, but also for other
important features of assessment design such as fairness,
inclusivity and the learner experience. Further, there are very
important but often-overlooked features of assessment design,
including cost and other practical considerations.

A good simple summary of the different types of assessment
used in higher education was provided by Phil Race [18], and
some of the most common types are summarised below. We will
break down each different type of assessment and then discuss the
ways in which the current evidence on GenAI demonstrates what
these tools can and cannot do with different types of assessment,
how GenAI affects validity, etc., and then how these tools might
be effectively incorporated into assessment in both higher
education and laboratory training. The vast majority of the
research literature on this topic appears to be focused on
ChatGPT, although where literature on other new GenAI tools
exists, the findings appear largely similar to those found with
ChatGPT [19, 20].

MULTIPLE-CHOICE QUESTIONS (MCQS)

These are a long-established assessment type which exists in
multiple formats, but perhaps the most common is where the
learner is given a short question, sometimes accompanied by a
problem scenario, and is asked to pick a single best answer from a
list of options. MCQs are traditionally associated with the
assessment of lower order learning, although if written
appropriately they can be used to assess higher-order learning
[21] and are used this way in many disciplines, such as medicine
[22]. ChatGPT has shown outstanding performance on MCQ
examinations, both lower and higher-order, across a range of
different disciplines including in the field of biomedical sciences
[6, 23]. One of the most recent updates to ChatGPT scored 94%
on the UK Medical Licensing Test, and this exceptional
performance was reproduced even when the questions
themselves were completely novel and had therefore not
formed part of the training material for ChatGPT [7].
Importantly, many of these studies include MCQs that are
partly or completely based on images, or data analysis not just
theoretical knowledge. Versions of ChatGPT based on GPT-4o or
later are able to read and analyse images and any text contained
within them [4], meaning they can correctly answer MCQs and
other exam questions that contain images or data analysis tasks
[7], something that earlier tools including GPT-4
struggled with [23].

Guidance for Educators
There is still an important place for the use of MCQs. They are an
efficient way of assessing both lower and higher order learning
across a broad swathe of any curriculum, with (if desired)
immediate feedback for educators and students. The data

above, however, suggest that all summative assessments based
on multiple choice questions should be undertaken under closed
book, supervised circumstances. During the rapid switch to
unsupervised online exams undertaken during the COVID
lockdowns, there was a considerable rise in exam cheating
such that more students appeared to be cheating than not
[24]. This phenomenon was even before ChatGPT, and an
abundance of evidence shows that one of the main drivers for
cheating is simply where there are opportunities to cheat [24, 25],
meaning that using online unsupervised exams risk putting
students in an impossible position of being prevented from
using an easily available online tool that could gather them a
very high grade, but with no effort made by the education
provider to enforce that prevention.

Online exams potentially offer many cost and perceived
inclusivity benefits to both educators and learners, and so the
use of online invigilating/proctoring tools seems like an intuitive
way to maintain these benefits while mitigating some of the
assessment integrity challenges posed by GenAI. Proctoring tools
are, however, associated with a poor student experience, and it is
recommended to involve learners in the development of policies
and processes in the use of any remote proctoring [26]. Because of
these issues, the Institute has refused to accept online proctored
coursework tests or examinations as part of the assessment
strategy for any IBMS Accredited BSc or MSc programme.

GenAI tools can be used effectively to embed retrieval practice
into learning, teaching and training. A number of studies have
shown that ChatGPT is effective at generating accurate and well-
designed MCQs [27–30] and these could be a simple and efficient
way to harness some of the proposed opportunities to use GenAI
for personalised learning. Under these circumstances, learners
can use GenAI as an academic tutor that asks them questions on
topics they need support with, and can give accurate and
constructive explanations alongside the correct answer. The
profound differences in performance between the current free
and subscription versions of these tools risk exacerbating a
“digital divide” between those who can and cannot afford the
subscription, although it is important to contextualise this; these
tools are currently much cheaper than other digital assistants and
are less reliant on internet speeds [31], and the current cost for a
GenAI tool subscription covering a full 3 year undergraduate
programme would likely be well exceeded by the cost of
recommended hard copy textbooks which arguably have a
lower return on investment.

ESSAYS

ChatGPT shows exceptional performance when writing longer
written pieces of work such as essays, producing work of
comparable quality to human authors [32–34], including in
the field of biomedical sciences [35]. Early reports showed that
the older versions of ChatGPT would “hallucinate” references in
academic writing; creating references and reference lists that
looked plausible but did not actually exist [36, 37]. This issue
has been reduced by linking to external tools, in particular real-
time web searches, and there are now customised GenAI tools
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such as Jenny.AI which are specifically designed to generate
academic writing. The text written by ChatGPT is often
difficult for markers to distinguish from that which might
have been written by students [38]. In one notable study, a
team of researchers from the University of Reading “spiked”
ChatGPT-generated exam answers into the marking load of
academics, meaning the answers were blind marked. The
ChatGPT answers were marked with equivalent grades or
higher to those written by human students, and were almost
never flagged as problematic [32]. The reluctance of academics to
flag suspicious content may be in part because it is a challenge to
independently verify whether the content has been generated by
GenAI. Detection tools do exist and have been widely promoted.
Contrary to some of the popular narrative, these tools are actually
quite effective at detecting the raw text output from tools like
ChatGPT [39, 40]. However, a main challenge with the use of
these tools is the standard of evidence that they provide and the
number of (or the lack of) additional pieces of evidence which can
be gathered to corroborate or disprove any allegation of the
learner has used AI to construct their coursework. For example,
with standard “copy-and-paste” plagiarism, Turnitin is a tool
which can be used to identify whether the text submitted by a
learner matches the text written elsewhere on the Internet or in
other published or printed works. If a match is detected, then this
match, and the external source, can form the basis of a discussion
between the education provider or trainer and the learner to
determine how it is that such a close match has been arisen.When
it comes to GenAI, there is no such “smoking gun.” AI detection
tools provide a mathematical estimate of the likelihood that the
text has been generated by AI but no further evidence is available
from these tools. This has led to serious concerns about false
allegations of misconduct against learners [41]. If an education
provider wishes to pursue an allegation of plagiarism against the
learner, they are likely to have to conduct some form of
alternative assessment or interview, such as a viva, to
determine whether the student truly does meet the relevant
learning outcomes being tested in the written piece of work.
In addition to these challenges, there is also an abundance of
advice on YouTube for students who might wish to use ChatGPT
to write their essays and then employ a variety of different tactics
to cover their tracks, and these simple pieces of advice are
demonstrably effective in reducing further the effectiveness of
AI-detection tools [42]. Essays were already a vulnerable
assessment method before the advent of ChatGPT. Traditional
plagiarism has long been a concern, along with the abundance of
“essay mills”which offer to write a student’s assignment for them,
normally very quickly [43].

Guidance for Educators
New GenAI tools appear to be the final straw for the validity of
asynchronous essays as an assessment, unless academic writing is
the specific skill being assessed (e.g., dissertations and research
papers) and even then the challenges remain. Essays are
commonly used as a proxy for other forms of learning and
perhaps we simply need to move away from them: if we want
to assess the ability of students, apprentices and graduates to
become biomedical scientists, then we should focus much more

on their ability to do biomedical science, rather than their ability
to write about it. Long-form academic writing can be a useful way
to learn, and to practise the construction of a critical argument in
the sciences, but the assessment itself might be better in a different
form. The use of oral assessments (viva voces) when testing
investigating cases where a learner is suspected of having used
ChatGPT to write an essay is testament to this. If the viva is itself a
meaningful assessment of the learning, then perhaps a viva or
professional discussion should just have been used in the first
place? There is an abundance of guidance and evidence to support
the use of interactive oral vivas (e.g., [44]) and these often have
the added benefit of being more authentic assessments. This is
why the IBMS registration training portfolio and specialist
portfolio have viva elements built into the final assessment
(verification or examination) to ensure that the candidate has
the required knowledge, understanding and experience in a
clinical laboratory to pass the assessment.

PRACTICAL EXAMS

The performance of GenAI tools on practical assessment formats
requires further investigation, but at the time of writing it seems
that practical exams/performative tasks/competency tests are an
area where GenAI could have clear benefits for assessment and
assessment preparation. These include the creation of
personalised learning materials, test cases, providing
personalised feedback and tailored assessment tasks [45].
ChatGPT appears to function well as a simulated patient for
Observed Structured Clinical Exams (OSCEs) [46] and this leads
naturally to a thought that GenAI tools might function as
examiners [47], especially given long-standing concerns about
the reliability of human examiners in this assessment format [48].
GenAI tools also seem to offer some benefits and challenges to
other practical formats such as oral and laboratory assessments,
where students might use them to complete components of their
assessments, making it challenging to determine whether the
assessment is a valid certification of the learning of
the student [19].

REGISTRATION TRAINING
PORTFOLIO EVIDENCE

In the context of developing laboratory competency and
demonstrating the HCPC Standards for Proficiency (SoPs)
[49] to become a biomedical scientist, approaches to training
that are already embedded can be useful in counteracting the
nefarious use of GenAI. It is common practice in laboratory
training for the trainer to demonstrate techniques, pieces of
equipment and how to analyse clinical tests and patient data
directly to the student, apprentice or trainee (the learner) and
then ask them to explain the theoretical and practical concepts
back to the trainer. Competency tests in the laboratory and direct
observations of practice (DOPs) are also common methods to
assess if the learner is developing their practical skills
appropriately. In these scenarios where the learner is
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demonstrating knowledge, understanding and laboratory skills in
real time, the assessment is both authentic and robust. It would be
difficult for the learner to demonstrate the expected learning
outcomes of such assessment tasks unless they had developed the
expected level of competency and technical skill.

For written pieces of work that might be used as evidence for
the IBMS registration training portfolio, or specialist portfolio,
the Institute recommends using an iterative approach of
reviewing drafts of work that are discussed with the learner.
This process again allows the trainer to determine if the written
content is well understood by the learner.

To further assist trainers during the completion of the
registration training portfolio, the digital portfolio platform
OneFile allows the screening of written pieces of evidence
using Turnitin. Each learner will have access to the Turnitin
report and it is expected that they will discuss the report with
their trainer. If the Turnitin tool detects lots of sources that
account for individual low scores, it is likely that the learner
has researched the piece of work and has referenced the
content appropriately. A high score could result from
matching external sources to the reference list alone which
should not cause concern, but several sentences or paragraphs
of text being identified as identical to other sources constitutes
plagiarism. In this case, the trainer should speak to the learner
about plagiarism and academic misconduct (which they will
have covered during their degree programme) and the piece of
evidence would be updated and changed to remove any
plagiarism.

It is essential that the learner demonstrates the required level
of theoretical knowledge and application of this to clinical
scenarios, real life patient data, or a technique they have
performed in the laboratory. As mentioned above, ChatGPT-
4o (or later versions) is able to read and analyse images with text
[4], so can be used to complete data analysis tasks [7]. It is
therefore vital that the trainer discusses each piece of evidence
with the learner to ensure that the learner can interpret data and
complete case-study based tasks in real time. Regular check-ins
with learners builds confidence in their learning and also allows
the trainer to gauge if they are displaying the expected level of
knowledge and understanding to become a biomedical scientist.
These interactions also allow the trainer to become familiar with
the writing style of the learner and any sudden changes in the
style, construction or wording of pieces of evidence might
warrant a further discussion as to how the evidence
was produced.

Regular discussions during training also effectively prepare
the learner for the final assessment of the portfolio, the
verification or examination. The laboratory tour conducted
as part of the verification process is vital in confirming that the
candidate meets the threshold standards to be awarded the
IBMS Certificate of Competence and become eligible to
register as a biomedical scientist. The interactive discussion,
including detailed question and answer style of oral assessment
in real time that is used in both verifications and examinations
offers a robust way to determine if the candidate has developed
their professional knowledge and laboratory skills to the
required level.

ETHICAL FRAMEWORK FOR
REGISTRANTS

It is important to note that as a registered biomedical scientist, the
trainer or mentor must abide by the updated HCPC Standards of
Conduct Performance and Ethics [50] and manage the risk
associated with the learner achieving registration without
having the required knowledge of the subject area, laboratory
techniques or data analysis. If they have used information within
their evidence that is not their own and they do not understand it.
Particularly relevant to this issue are Standards 6.1 and 6.2:

6.1 You must take all reasonable steps to reduce the risk of
harm to service users, carers and colleagues as far
as possible.

6.2 You must not do anything, or allow someone else to do
anything, which could put the health or safety of a service
user, carer or colleague at unacceptable risk.

Further, the position of the Institute is very clear on
plagiarism. The registration training portfolio Guidance
documents for candidates and trainers [51] state: “A
plagiarism statement to confirm the portfolio is the candidate’s
own work. It is important for the candidate to acknowledge the
various resources used during their training and in their evidence.
Any evidence of plagiarism will result in failure of the portfolio and
the candidate will be required to complete a new Registration
Training Portfolio.”

If plagiarism and/or collusion is detected in the production of
any piece of evidence submitted to the trainer or portfolio mentor
for feedback, these pieces of evidence must be rewritten and must
be the individual candidate’s own work. Any portfolio evidence
that contains plagiarism, the use of GenAI platforms (including
ChatGPT) or collusion will not be accepted for the final
assessment (verification). If the verifier subsequently finds
plagiarism, the use of GenAI and/or collusion in any evidence
submitted, they will alert the Institute, the candidate will fail and
have to start a new portfolio.

During the creation and collation of portfolio evidence, it
might be useful to remind the learner of their responsibilities with
respect to the HCPC Standards of Conduct Performance and
Ethics [50]- standards summarised below:

3.1 You must only practise in the areas where you have the
appropriate knowledge, skills and experience to meet the
needs of a service user safely and effectively.

3.2 You must undertake additional training to update your
knowledge, skills and experience if you wish to widen your
scope of practice.

3.3 You must refer a service user to an appropriate practitioner
if the care, treatment or other services they need are beyond
your scope of practice. This person must hold the
appropriate knowledge, skills and experience to meet the
needs of the service user safely and effectively.

3.4 You must keep your knowledge and skills up to date and
relevant to your scope of practice through continuing
professional development.
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3.5 You must keep up to date with and follow the law, our
guidance and other requirements relevant to your practice.

3.6 You must ask for feedback and use it to improve
your practice.

9.2 You must be honest about your experience, qualifications
and skills.

FITNESS TO PRACTICE

The HCPC information on what an employer should do to raise a
fitness to practice issue clearly states that dishonesty, fraud or
abuse of trust or position are the types of issues that would be
considered when raising a concern. It is important that all
learners (for the registration training portfolio, specialist
portfolio and the Institute’s advanced qualifications) are
reminded that using other people’s work or published material
without proper citations and referencing is plagiarism and
amounts to dishonest and fraudulent work. Using work from
other people or information from published sources without
rewriting it does not fulfil the requirements of any IBMS
qualification and fails to meet several sets of standards
produced by the regulator for the profession and to protect
the public.

Non-Assessment Uses of AI
GenAI is clearly here to stay and therefore all graduates from
different subject areas in the future will be using AI as part of
their jobs and everyday life. For biomedical scientists, the
development and enhancement of digital pathology tools
means that AI will inevitably form part of their working
lives. Therefore, it seems reasonable to expect that higher
education providers should determine whether students can
use AI affectively and teach them to do so. This is one of the
most rapidly evolving and yet most poorly formed areas of
discourse regarding AI in higher education, and one of the
reasons for this is that we do not yet know what effective AI use
will look like in the workplace. For example, there is an
abundance of examples to show that GenAI might be well
used in diagnostic or other areas of practise. A full review is
beyond the scope of this paper but AI tools have been
advocated as effective in areas including radiography [52]
and pathology [53]. As digital pathology continues to
evolve, we do not yet know what future practise will look
like. It seems reasonable that we might wait to see what practise
looks like before we start rushing into embedding AI training
and literacy into higher education, and redesigning our
assessments to bring GenAI into them. A final component
of assessment design, particularly relevant for professional
programmes such as Biomedical Science, is that the
assessments should be authentic, reflecting how learning
will be used in the real world. We do not yet know what
‘authentic’ looks like when considering the use of AI
in practice.

SUMMARY

ChatGPT is having a profound effect on current assessment
practice in higher education, and subsequently on assessment
types used in work-based training, not least due its outstanding
performance on many of the common assessment methods we
use. This creates fears of cheating but also suggests that there
may be many benefits to bringing ChatGPT into learning and
assessment. One intuitive and frequent, but mistaken,
assumption is that, if ChatGPT can answer basic knowledge
tests then perhaps they should be scrapped and replaced with
more advanced and applied assessments. Learning is
cumulative, and higher order critical thinking depends on
having excellent knowledge of basic facts and concepts [17].
Thus, we need to ensure that learners are taught relevant facts
and concepts but are then able to demonstrate their knowledge
and understanding in secure assessment formats that exclude
tools like ChatGPT. The assessment of higher order learning is
perhaps more problematic, unless one to one discussions are
used to assess synthesis, analysis and evaluation. Clearly
GenAI tools are here to stay and will likely (though not
definitely) be an important part of biomedical sciences
professions in the next few years. Assessments, and
education and training generally, will have to remain
cognisant of the developments and move with them to
ensure that they reflect the authentic world of work while
retaining human autonomy.
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