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Abstract The care for patients hav- 
ing organ transplants has improved 
greatly. This improvement is due, in 
part, to the advances in knowledge 
gained through clinical trials. These 
trials are most useful when they ad- 
dress questions which are important 
(to patients, their families and their 
clinical care-givers), which are at 
their most rigorous statistically (by 
reducing bias and increasing preci- 
sion), and which relate closely to the 
real world. Statisticians and clini- 
cians need to work together to 
achieve these aims. 
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Introduction 
Clinical care for patients having organ transplants has 
greatly improved, at least in part due to advances gained 
through clinical trials. This paper considers some of the 
statistical issues relevant to clinical trials. In particular, 
it discusses methods for reducing bias, for increasing 
precision, and for the generalisability of the results to 
clinical practice. The paper starts from the premise that 
trials should use rigorous methodology to address ques- 
tions of importance to patients, their families and their 
clinical care-givers. 

Methods for clinical research 

Interventions in health care should at least be scientifi- 
cally plausible. In this respect, the role of basic science 
is crucial. The findings of in-vitro and animal laboratory 
research are not, however, always transferable directly 
to humans in the clinical setting. There is therefore a 
need for research on and with patients in the real world. 

This research can take many forms, and most is cur- 
rently observational (non-randomised). For example, 
much research is based on the early case report by an 
enthusiastic clinician. This may be followed up with a 
more systematic survey with larger numbers reported 
as a case series. While this method is extremely useful 
for alerting the clinical community to the possibility of 
a promising new treatment; it suffers from the major 
problem of lack of a control group with which to com- 
pare the findings. So-called “before-and-after” studies 
use historical controls, but these are problematic as oth- 
er relevant factors may also be changing over time. An- 
other common form of observational study identifies 
“cases” (those with some adverse outcome such as graft 
failure), finds “controls”, and then looks back to explore 
whether the cases and controls had similar or different 
“exposures” to some factor such as their hospital of 
care. These retrospective case-control studies are partic- 
ularly useful for aetiological studies with rare outcomes, 
but the choice of controls is crucial, as there may well be 
other differences between cases and controls (con- 
founders). In such studies, a particular problem may be 
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recall bias, if exposures are remembered differently in 
the light of knowledge of the outcome of interest. This 
latter problem may be overcome if the cases and con- 
trols are identified prospectively in terms of the inter- 
ventions, and then followed up to ascertain their out- 
comes. These cohort studies with contemporaneous 
controls may still face problems of selection biases 
whereby people at different prior risk of the outcome 
of interest differentially receive one or other of the 
forms of care being compared. Whereas non-randomis- 
ed trials can purposefully balance known prognostic fac- 
tors, only randomised controlled trials can balance un- 
known factors so that any remaining differences be- 
tween randomised groups are due to chance. 

Methods of randomisation 
Randomisation is not the same as haphazard selection. 
In practice, random allocation will only reduce selection 
biases if the allocation is “concealed”. For instance, us- 
ing the patient’s date of birth as the basis for treatment 
allocation in some quasi-random designs, the allocation 
is known in advance and so may be consciously or sub- 
consciously subverted. Randomisation is more secure if 
the person entering the patient into the trial is distant 
from those generating the random allocation schedule, 
but even then a system such as that using consecutively 
numbered sealed opaque envelopes held locally, while 
preferable to quasi-randomised designs, may also be 
vulnerable to “cheating”. Where possible, an ideal 
method would be a telephone call (or equivalent) to a 
central randomisation service to register patient details 
followed by random allocation to coded identically 
packaged drugs or to a particular treatment. The ran- 
domisation schedule may be based on simple randomi- 
sation in which each patient has known (often equal) 
chance of being given each treatment, but the treatment 
to be given cannot be predicted in advance for any one 
individual. For large samples, this is usually sufficient 
to ensure the overall balance of key prognostic factors. 
If, however, the trial is small (or analyses need to be car- 
ried out before the end of the trial), simple randomisa- 
tion can be helped by blocking or stratification. Block- 
ing can keep the numbers in each group close at all 
times, preferably varying block size to forestall guessing 
if the study is not blinded (see below), and stratification 
can achieve balance on a small number of main prog- 
nostic factors. The advantages of both of these can be 
combined using a central computer in a process known 
as minimization, in which the next patient to enter the 
trial is given (with probability > 0.5) whichever treat- 
ment would minimize the overall balance of several 
prognostic factors between groups at that stage. 

Reduction of selection biases after random allocation 

Random allocation is necessary but not sufficient to re- 
duce bias. Later biases can arise if there is large loss to 
follow-up, especially if the loss is different in two trial 
arms (i.e. if patients are selectively withdrawn f r o m  
analysis, and particularly if withdrawal is treatment-re- 
lated), and if analyses are based on the sub-groups 
showing greatest effects. Solutions to these potential 
problems, at least in terms of hypothesis-testing, lie i n  
basing the primary analysis on all patients as randomly 
allocated (“intention-to-treat’’ analysis), and restricting 
sub-group analyses to those pre-specified in the proto- 
col. Later analyses for hypothesis-generating can be 
based on, for instance, a per-protocol group or the data 
can be “dredged”, which may lead to future fruitful ave- 
nues for research. 

Other sources of post-randomisation bias may be 
concomitant treatment bias and assessment bias. The 
former arises when a trial compares two treatments, 
one of which leads to different other management(s). 
This mainly applies in unblinded trials (see below). I t  is 
important to record these data, as they form part of the 
implications of particular treatment(s). The major prob- 
lem may lie in the dilution of the main treatment effect, 
which may necessitate larger sample sizes. Assessment 
bias arises if the assessment of outcome is affected by 
knowledge of the allocated treatment. The effects can 
be reduced if outcomes of interest are “hard” (such as 
death, retransplantation) which are less susceptible to 
bias. An alternative or additional option is blinding 
(masking), which is often associated with placebo con- 
trols, especially in drug trials. In single blinding, only 
one type of participant, usually the patient, is unaware 
of treatment allocation. In double blinding, neither the 
patient nor the doctor or other carer is aware. Finally, 
triple blinding is when neither the patient nor the carer 
nor the evaluator is aware. It can be instructive to assess 
the extent to which participants are actually unaware. 

Precision 
The reduction of biases is necessary but not sufficient. 
In addition, we want the unbiased “answer”to have a 
small P-value (high statistical significance) and narrow 
confidence interval (tight estimation of likely size of ef- 
fect). This is because the play of chance (random error) 
may be greater than effects of treatment (if any), and 
so to be confident of not missing a real effect if one ex- 
ists, one needs appropriately large sample sizes (and/or 
meta-analyses). The factors which go into a statistical 
sample size calculation include the incidence of the pri- 
mary outcome measure; how small an effect of treat- 
ment is considered clinically important to detect (6); 
how much confidence is needed that the trial is not de- 
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tecting a “significant” effect when there really is no ef- 
fect (a);  and how much confidence is needed that the 
trial is not failing to detect a real effect if it exists @), 
where /3 is the “power” to detect a specified 6. For ex- 
ample, in a trial of two immunosuppressants following 
liver transplantation, if the incidence of the primary out- 
come of death or retransplantation with microemulsi- 
fied cyclosporin is assumed to be 30%; a reduction to 
20 YO with tacrolimus is considered a clinically important 
difference; and a is set at 0.05 with /3 at 0.2 (i. e. power of 
SOYO), a sample size of 300 in each group would be 
needed. In general, sample sizes need to be greater 
when 6 ,  a and/or /3 are smaller. Large sample sizes for 
relatively rare conditions usually need multi-centre, of- 
ten international, collaborations. 

Generalisabilii 
The external validity of a trial may be potentially com- 
promised by differencesbetween people receiving care 
and the and the nature of that care within trials and out- 
side trials. Even if these differences exist, however, it 
does not necessarily mean that there are differential ef- 
fects of different treatments. Trials which have tight en- 
try criteria and are looking to test efficacy (i. e. could a 
treatment work? - explanatory trials) are usually less 
generalizable than those with broader entry criteria test- 
ing effectiveness (i. e. does a treatment work in practice? 
- pragmatic trials). 

~ 

Structured reviews and meta-analysis 
No trial can stand alone, but must be seen within the 
context of other relevant evidence. This overview is 
more rigorous if subjected to the same scrutiny as that 
of a single study protocol. Examples of structured re- 
views can be found in the Cochrane Database of Sys- 
tematic Reviews. Meta-analyses involve statistical com- 
binations of results of several similar trials to produce 
an overall estimate of effect size with tighter confidence 
intervals (CI). For instance, the review by Couchoud [l] 
considered the question of cytomegalovirus (CMV) 

prophylaxis with antiviral agents in the context of solid 
organ transplantation. The comprehensive searching 
strategy identified 78 reports. Data were extracted by 
two reviewers independently, and further information 
was sought from authors, Sixty-five of the reports were 
then excluded because they had no control group or 
were not randomized, leaving 13 trials (1138 patients) 
for meta-analysis. Although the methodological quality 
was heterogeneous, the review showed that antiviral 
prophylaxis reduced CMV disease [relative risk (RR) 
0.43; 95% CI 0.34-0.541; CMV infection [RR 0.62; 
95% CI 0.53-0.731; with trends in favour of antiviral 
prophylaxis for death [RR 0.71; 95% CI 0.44-1.161; 
graft loss ERR 0.80; 95% CI 0.51-1.271; and acute rejec- 
tion [RR 0.92; 95% CI 0.79-1.071. These conclusions 
were not altered in sub-group analyses by type of antivi- 
ral (acyclovir/ganciclovir), and by organ (kidney, liver, 
heart). Such a review allows readers to see the “wood 
from the trees”. The increase in effective sample size al- 
lows exploration of heterogeneity and sub-groups, and 
can guide future research. 

Conclusions 

Not all interventions need trials, and sometimes trials 
are not feasible. Nor is the appropriate timing always 
obvious. Some proponents argue for randomizing the 
first patients, while others point to the need to first opti- 
mize the intervention (especially in the context of steep 
learning curves for surgical procedures). Good trials 
are hard to do, so patients and families should collabo- 
rate with clinicians to focus on which questions (conduct 
meta-analyses first) and which outcomes (e. g. short- 
term surrogate markers or mortality and longer term 
quality of life) are most important. In addition, early 
collaboration between clinicians and triallistslstatisti- 
cians is fruitful. Good clinical research arises from prac- 
tical experience, and trials need, as much as possible, to 
be conducted within real practice so that the results of 
trials are relevant to that practice. Finally, the results of 
trials then need to be incorporated within practice SO 
that care of future patients is based on clinical expe- 
rience allied with solid research evidence. 
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